ATA Memo 11

Astronom cal Imaging with the Allen Tel escope Array - |1

Mel vyn Wight, October 2000
Re- visiting BIMA MEMO 75 - 2 years |ater
Sunmmary.

The One Hectare Tel escope is envisioned as an instrument which produces
final, calibrated inages as its output. A doughnut shaped array with
overall size ~ 700 m provides good brightness sensitivity with
excel I ent instantaneous uv coverage. A calibration system naintains
the signals fromthe antennas with the correct delay and phase. | nages
are produced either by cross correlations and FFT of the uv data to the
sky plane, or by beam formati on over the region of sky of interest.

1) Array configuration

The science cases presented require good brightness sensitivity with
nodest resolution. The table bel ow shows the percentage of collecting
area in uvranges fromO0-1, 1-2, 2-4, and 4-8 kilolanbhda at 1.4 GHz
for various array configurations, as well as the uniformand natura
wei ght ed beam FWHM The VLA d-array is shown for conparison. The
percentage of collecting area in each uv-range gives the brightness
sensitivity on angul ar scales of ~ 140, 70, 37, and 20 arcsec at 1.4
Gz.

Table 1 - Percentage of collecting area in uvrange
(kilolanbda at 1.4 Gz)= 0-1 1-2 2-4 4-8
beam FWHM ~140 70 37 20 arcsec

Array configuration uni form nat ur al
Gaussi an cl ose packed 62 x 60 63 35 2 0 111 x 105
Gaussi an | oose packed 39 x 37 32 47 21 O 70 x 66
Filled triangle 42 x 40 22 45 25 O 72 x 60
Doughnut or open triangle 42 x 40 25 40 35 O 60 x 55
Filled triangle + NS extensions 34 x 19 16 31 41 9 60 x 36
VLA d-array 36 x 35 31 31 34 2 63 x 61

The Gaussian array configurations have the highest brightness
sensitivity to large scale structure. The NS extensions give the

hi ghest angul ar resolution, but little sensitivity on 20" scal es,
unless a large fraction of the collecting area is placed in these

| ocations. The higher resolution comes at the cost of sensitivity on
140 to 37" scales, and results in poorer synthesised beam patterns.
The best match to the science cases presented appears to be the
doughnut array, which distorts to an open triangle if the maxi num EW
resolution is sought in the avail able space at Hat Creek. The doughnut
array has excell ent snapshot uv-coverage, ensuring nice inmages in
difficult interference conditions when uv-coverage cannot be obtai ned
fromlong uv-tracks as required for the NS extensions.

The doughnut array has a nunber of practical advantages, such as | ow
cost of the supporting infrastructure - roads, trenching etc. The
filling factor for a 700m outer dianeter, and 100m wi de doughnut with
500 5m di aneter antennas is about 5% w th an average antenna
separation of 19m and antenna shadowi ng at ~ 14 degrees el evation. A
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doughnut which is nore extended in the NS direction is desirable to
reduce shadow ng and produce rounder synthesised beans at | ow
declinations, but is not easily accommpdated on the avail abl e | and.

2) sensitivity
Assum ng tsys=40, bandw dt h=10 MHz nant s=500 antdi am=5 freq=1.4 GHz theta=70"

The continuum sensitivity in 1 minute gives an Rns Flux density = 1 mly,
sufficient for 1 degree RVS array phasing on a 60 mly source.

Kellerman gives N(S) = 60 S*{-1.5} Sr~{-1}; inplying one 60 mly source
within 1 degree on the sky.

For Galactic H, a 1 Mz bandwidth with 1 kHz resolution (0.2 knis at
H') in 1000 channels gives an Rns Brightness: 0.5 Kin 10 hours at 70"
resol ution.

For cold nolecular cores in CCS at 11.2 GHz with 0.2 knis resol ution
the Rns Brightness is 0.16 Kin 10 hours at 9" resol ution.

For Extragalactic H, a 10 MHz bandw dth gives a velocity coverage of
2000 km's. Wth 50 kHz resolution (10 kmis) in 200 channels we get an
Rns Brightness 0.06 Kin 10 hours at 70" resolution which corresponds
to an H colum density ~ 10718 cnf- 2.

3) | maging

The doughnut array has excellent uv coverage and has a very high

data rate, which will rapidly saturate any conventional human data
reduction and i magi ng. The array shoul d produce final, calibrated inmges
as its normal output. Thus the calibration systemshould |eave little
room for inprovenment by post processing, and the uv-data, if any, need
not be kept. For the highest image fidelity, it may be necessary to
sanple the inmages on a fast tinme scale to renove residual atnospheric,
calibration and interference artifacts.

There are two possible routes for producing inages: 1) cross
correlations, followed by gridding and FFT of the uv data to the sky
(xy) plane. 2) direct inmaging by beam formation over the region of sky
of interest. In either case, we nmust have a calibration system which
mai ntains the signals fromthe antennas with the correct delay and
phase.

Wth 500 antennas and 10 MHz bandwi dth, the input bandwidth is 5 GHz.
For interference suppression we may need 8 bits per sanple.

For a ~ 1 kmarray, the maximumdelay is 1 kni3 1075 knms = 3.3 microsecs
This requires 3.3 100-6 x 10 MHz x 8 bits = 300 bits per delay |ine.

Correl ator: conventional processing requires a 125000 baseline
correlator with ~ 1000 spectral or |ag channels per baseline. An FX
correlator does the tine to frequency FFT for each antenna, and then
cross correlates the antennas. An XF correlator first cross-correl ates,
and then makes the spectral channels fromthe correlation |ag

channels. The XF correlation needs fewer bits, but there is a spectra
FFT for each antenna pair. Developnent tine and connectivity are an

i ssue for a 125000 baseline correlator. An FX correlator reduces the
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bandwidth for each spectral channel to ~ 10 kHz in 1000 frequency
chann els which can be processed in parallel. A 10 kHz correlator may
be sufficiently small to solve the connectivity problem.

Nyquist sample rate for a 1 km array is 12*3600/(pi*1000)*2.5 = 34 secs.
- correlator output = 125000 x 32 bits x 1000 channe Is / 34 secs
= 1.2 10”8 bits/s or ~10"13 bits/day.

Images: Full field images for FWHM have ~ 1.2 lambda/5m / lambda/2 km
~ 480 pixels.

Direct Imaging: An alternative to a correlator is direct beam formation

for each pixel. The sampled IF fo r each antenna is summed with a phase
shift appropriate for each pixel, uv sample interval and frequency

channel. For a regularly sampled xy image, the phase shift increment

per pixel is constant and need only be computed at each uv - sample
interval. T his is a similar data rate to the correlator. A possible

architecture is a separate processor for each antenna/lF data stream,

summing the processed output (phased shifted frequency channels) into a

common image matrix.

4) array calibration.

i) phase array = find delayO which maximizes central pixel on strong
point source
- this suggests a minimum correlator with 500 baselines, or
alternatively, a software correlation, to cross correlate each
antenna with the phased array minus that a ntenna. One starts
the process by phasing the antennas whose phases have been
determined and cross correlating with the unknown antennas in
order to determine the antenna phase. So perhaps we don't need
to build a hardware correlator.

i) set delayO + geometric delay into delay register

iii) sample at 1 to 10 MHz bandwidth; FFT to frequency channels.

i v) cross correlate, or use a sum of antennas to determine the phase.

V) use planets and quasars to calibrate without additional gizmos on

antennas.

5) Inage fornmation and self-calibration

The high data rate lends support to the idea of forming images, and not

storing correlation data. One can still make an image of the

instrumental response (the synthesised beam) and do image

deconvolution. The images can be written out at some reasonable data

rate for evolving sources such as comets. Not storing correlation data
precludes the conventional self - calibration. The tropospheric path
fluctuation at cm wavelengths is around 1 mm on a 1 km baseline in
5 min. This is only 1/30 wavelength at 10 GHz and is probably not

limiting the image quality. At wavelengths longer than about 30 cm,
fluctuations in the ionosphere may limit the resolution. The

calibration system should measure the tropospheric and ionospheric
delays for each sample interval using strong point sources within the

field, and apply the phase corrections to the data streams from each

antenna before the data feeds into the imaging, or beam forming

hardware. If th e calibration system uses the same frequency as the
observations, then the measured delay (tropospheric + ionospheric) is
appropriate for the observations. If the calibration is done at a
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wi dely different frequency, it may be necessary to solve for the
tropospheric and ionospheric delays. This can be done if the
calibration data contain sinultaneous observations of centinmeter and
deci meter wavel engths. To further conplicate | ong wavel engths, the
pri mary beam size could be larger than the isoplanatic angle - the
coherence scale of the ionosphere. In this case it nay be necessary to
observe multiple calibrators within the primary beamin order to
determine the appropriate calibration across the field of view This
correction is easily applied as a phase shift for each pixe

in direct imging, but could be applied as a correction in the case of
a correlation back end.



